Atividade Avaliativa II

1. Explique a distância de Manhattan.

R: Podemos definir a distância de Manhattan, também conhecida como distância L1, entre dois pontos num espaço eucs é definida como a soma dos comprimentos das projecções do segmento de recta entre os pontos nos eixos de coordenadas. Por exemplo, no plano, a distância de Manhattan entre o ponto P1 com coordenadas (x1, y1) e o ponto P2 em (x2, y2) é, ![IMG_256](data:image/png;base64,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)

1. Explique a distância euclidiana.

R: A distância euclidiana é uma medida de distância entre dois pontos em um espaço euclidiano. Ela pode ser provada pela aplicação repetida do teorema de Pitágoras. A distância euclidiana entre dois pontos em um espaço euclidiano n-dimensional é definida como a raiz quadrada da soma dos quadrados das diferenças entre as coordenadas dos pontos. Em outras palavras, a distância euclidiana é a distância mais curta entre dois pontos em um espaço euclidiano.

1. Explique a distância de Hamming.

R: A distância de Hamming é uma medida de distância entre duas strings de mesmo comprimento. Ela é definida como o número de posições nas quais as duas strings diferem entre si. Em outras palavras, a distância de Hamming é o número de caracteres que precisam ser substituídos para transformar uma string na outra. [A distância de Hamming é usada em várias áreas, incluindo a teoria da informação, a teoria de códigos e a criptografia](https://pt.wikipedia.org/wiki/Dist%C3%A2ncia_de_Hamming" \t "https://www.bing.com/_blank).

1. Explique o que é aprendizado não-supervisionado.

R: O aprendizado não-supervisionado é uma técnica de aprendizado de máquina em que o algoritmo é alimentado com dados não rotulados e deve encontrar padrões e estruturas por conta própria. Diferentemente do aprendizado supervisionado, em que o algoritmo é alimentado com dados rotulados e deve aprender a mapear entradas para saídas, o aprendizado não-supervisionado é usado para encontrar estruturas e padrões ocultos em dados não rotulados.

1. Explique o que é um cluster.

R: Um cluster é um conjunto de computadores ou dispositivos de armazenamento que trabalham juntos como se fossem um único sistema. [Esses recursos são conectados em rede e trabalham em conjunto para executar tarefas, processar dados e armazenar informações](https://www.zendesk.com.br/blog/cluster-o-que-e/" \t "https://www.bing.com/_blank).Os clusters são usados em várias áreas, incluindo computação de alto desempenho, processamento distribuído, balanceamento de carga, tolerância a falhas e muito mais. [Eles são projetados para melhorar o desempenho, a escalabilidade e a disponibilidade de sistemas de computação, permitindo que os recursos sejam compartilhados e distribuídos de maneira eficiente para atender às demandas da aplicação em tempo real.](https://www.zendesk.com.br/blog/cluster-o-que-e/" \t "https://www.bing.com/_blank)

1. Explique o funcionamento do algoritmo K-Means.

R: O algoritmo K-Means é um algoritmo de agrupamento não supervisionado que divide um conjunto de dados em K clusters. O objetivo do algoritmo é encontrar K centróides que representam os K clusters. O algoritmo começa selecionando aleatoriamente K pontos do conjunto de dados como centróides iniciais. Em seguida, ele atribui cada ponto de dados ao centróide mais próximo. Depois disso, ele recalcula os centróides com base nos pontos de dados atribuídos a eles. Esse processo é repetido até que os centróides não mudem mais ou o número máximo de iterações seja atingido.

1. Explique o que é aprendizado supervisionado.

R: O aprendizado supervisionado é uma técnica de aprendizado de máquina em que o algoritmo é alimentado com dados rotulados e deve aprender a mapear entradas para saídas. À medida que os dados de entrada são inseridos no modelo, ele adapta sua ponderação até que o modelo seja ajustado adequadamente, o que ocorre como parte do processo de validação cruzada.

1. Explique o funcionamento do algoritmo KNN.

R: é um algoritmo de aprendizado de máquina não supervisionado que pode ser usado para classificação e regressão. Ele é usado para prever a classe de um objeto com base nas classes dos objetos vizinhos. O algoritmo funciona encontrando os K objetos mais próximos do objeto de entrada e, em seguida, atribuindo a ele a classe mais comum entre esses objetos. A distância entre os objetos é medida usando uma métrica de distância, como a distância euclidiana ou a distância de Hamming. O valor de K é um parâmetro que pode ser ajustado para melhorar a precisão do modelo. Um valor maior de K pode levar a uma classificação mais precisa, mas também pode levar a uma perda de detalhe.

1. Comente sobre uma área de aplicação da IA na indústria automobilística.

R: A inteligência artificial (IA) tem sido amplamente utilizada na indústria automobilística para melhorar a eficiência da produção, aumentar a segurança e melhorar a experiência do usuário. A IA pode ser usada para melhorar a produção de veículos, acelerar a classificação de dados durante avaliações de risco e avaliações de danos em veículos, e muito mais. A IA também pode ser usada para melhorar a eficiência da cadeia de suprimentos, permitindo que os fabricantes de veículos monitorem cada estágio da jornada de um componente e saibam exatamente quando esperar sua chegada na planta de destino. Além disso, a IA pode ser usada para melhorar a segurança do motorista e dos passageiros, permitindo que os veículos sejam equipados com sistemas de assistência ao motorista, como alertas de colisão, assistência de frenagem e muito mais.

10. Com base no tutorial disponível em: https://ateliware.com/blog/classificacao-knn-k-

means. Implemente uma solução para o dataset Iris.

import pandas as pd

import numpy as np

import matplotlib.pyplot as plt

from sklearn.cluster import KMeans

# Carrega o conjunto de dados Iris

iris = pd.read\_csv('https://archive.ics.uci.edu/ml/machine-learning-databases/iris/iris.data', header=None)

# Seleciona as colunas de comprimento e largura da pétala

X = iris.iloc[:, [2, 3]].values

# Executa o algoritmo K-Means para agrupar as flores em clusters

kmeans = KMeans(n\_clusters=3, init='random', n\_init=10, max\_iter=300, tol=1e-04, random\_state=0)

y\_kmeans = kmeans.fit\_predict(X)

# Visualiza os clusters

plt.scatter(X[y\_kmeans == 0, 0], X[y\_kmeans == 0, 1], s=100, c='red', label='Iris-setosa')

plt.scatter(X[y\_kmeans == 1, 0], X[y\_kmeans == 1, 1], s=100, c='blue', label='Iris-versicolour')

plt.scatter(X[y\_kmeans == 2, 0], X[y\_kmeans == 2, 1], s=100, c='green', label='Iris-virginica')

plt.scatter(kmeans.cluster\_centers\_[:, 0], kmeans.cluster\_centers\_[:, 1], s=300, c='yellow', label='Centroids')

plt.title('Clusters de Flores Iris')

plt.xlabel('Comprimento da Pétala')

plt.ylabel('Largura da Pétala')

plt.legend()

plt.show()